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Abstract— This paper presents a survey of the latest methods 
developed for dynamic object segmentation in video sequences. 
After an exhaustive search of the latest seven years of research done 
in this area there were found more than 90 papers where 
segmentation task has been performed. These researches were 
classified according with the main method or feature used to 
segment. Once finalized the literature review it was found that 
Background Subtraction Methods are very common in segmentation 
tasks but also algorithms where Energy Minimization is used to 
improve segmentation results, as those based on Graph Cut, are 
very popular in segmentation literature. At the same time, different 
studies demonstrate that Motion information used in conjunction 
with Probabilistic algorithms could produce accurate segmentation 
results even when the dynamic object is partially occluded. Also, it 
was found that Depth information could achieve precise 
segmentation results; this is because most of the time the object to 
segment may not have consistent color and texture features but the 
object must occupy an integrated region in the space. This paper 
also describes a list of the common databases used to evaluate the 
performance of the different video segmentation.  

Keywords— Background Subtraction Methods, Dynamic Object 
Segmentation, Energy Minimization, Motion.  

Resumen— Este trabajo presenta un estudio de los métodos 
desarrollados recientemente para la segmentación de objetos 
dinámicos en secuencias de video. Después de una búsqueda 
exhaustiva de las investigaciones realizadas en esta área en los 
últimos seis años fueron seleccionadas más de 90 publicaciones en 
donde se desarrollan algoritmos de segmentación. Estos trabajos 
fueron clasificados de acuerdo al método o característica principal 
utilizada para la segmentación. Una vez finalizada la revisión de 
artículos se encontró que los Modelos de Sustracción de Fondo son 
muy utilizados en tareas de segmentación, así como también que 
algoritmos basados en Minimización de Energía son muy populares 
en la literatura para lograr mejoras en los resultados, tal es el caso 
de aquellos basados en Graph Cut. Al mismo tiempo, diferentes 
estudios demuestran que la información de Movimiento en conjunto 
con algoritmos de Probabilidad puede producir resultados de 
segmentación certeros aún y cuando el objeto dinámico se encuentre 

parcialmente ocluido. Además, se encontró que la información de 
Profundidad puede lograr resultados de segmentación muy precisos, 
esto debido a que comúnmente el objeto a segmentar pude no tener 
un color o textura consistente pero éste ocupa una región estable en 
el espacio. Al final de este trabajo se presenta una lista de las bases 
de datos que frecuentemente se utilizan para evaluar el desempeño 
de diferentes algoritmos de segmentación de objetos dinámicos en 
secuencias de video.  

Palabras clave— Modelos de Sustracción de Fondo, 
Segmentación de Objetos Dinámicos, Minimización de Energía, 
Movimiento. 

I. INTRODUCTION 
In computer vision literature, segmentation means breaking a 

scene into non-overlapping compact regions, where each region 
constitutes pixels that are bounded together on the basis of some 
similarity or dissimilarity measure [1]. This process is the basic 
and most critical step towards more complex tasks such as object 
identification, industrial inspection, digital entertainment, 
tracking, human sequence evaluation, etc. Therefore, the basis for 
these high-level systems relies on the success of the dynamic 
object detection in the video sequences. If in the initial stage is 
produced an inaccurate segmentation result, the final high level 
system will carry over these errors producing failures in the final 
application.  

During the last decade, there have been developed many 
algorithms to segment arbitrary objects from video sequences 
which can be categorized with respect to various criteria. Li and 
Ngan [2] explained seven common standards used to classify a 
segmentation algorithm: (1) Data-based mode: based on the data 
types used in the segmentation tasks, such as nature, human or 
medical videos; (2) Interaction-based mode: where two main 
categories can be found, supervised (initial user intervention 
defines the regions of the dynamic objects) or unsupervised; (3) 
Feature-based mode: based on the selection of features, for 
example segmentation based on color, texture, intensity, shape or 
motion features; (4) Inference-based mode: segmentation is 
performed based on “message passing” mode where particular 
features (color, texture, intensity, motion, etc.) are passed to a 
specific segmentation method; (5) Space-based mode: 
segmentation is performed in spatial or temporal methods; (6) 
Class-based mode: where specific objects are extracted of the 
video, such as face, cars, buildings, etc., and (7) Semantic-
specific mode: defined as a process that divides an image into 
meaningful segments associated with some semantics. Of course, 
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there is not a distinct boundary between them and a segmentation 
algorithm can be developed using a combination of different 
modes. In this paper, we classify different researches using the 
Inference and Feature modes. In the Inference mode we will 
focus on the classification of the main method used to achieve 
the segmentation results. We will present algorithms based on: a) 
background subtraction methods, b) energy minimization 
algorithms and c) clustering based segmentation methods. In 
some situations, the author(s) use(s) a combination of methods 
(for example a background subtraction method in conjunction 
with a graph-based segmentation algorithm); in these situations 
the classification will be made with the method where the 
author(s) made an important contribution. In the Feature mode 
classification we will describe researches based on: a) depth, b) 
motion, c) histogram and d) infrared information.  

Looking for papers that present surveys of different 
segmentation methods it was found Faliu Yi and Inkyu Moon [3]. 
They describe a survey of graph-cut methods applied only to 
image segmentation, not to video segmentation tasks. It is a very 
good paper where the graph-cut algorithm is well explained. 
Another survey is presented by Thilagamani and Shanthi in [4]. 
As in the other case, in this paper is only exposed image 
segmentation algorithms not video segmentation methods. In [5] 
Candamo et al. published a survey of automatic-behavior-
recognition techniques with focus on the surveillance of human 
activities, specifically in transit applications. In one section of 
Candamo’s paper is presented a classification of different video 
segmentation algorithms. As there can be observed, the surveys 
found only exposed image segmentation methods or are not 
focused in a deep analysis of the latest algorithms developed for 
video segmentation tasks. Therefore it was considered 
appropriated to present in this paper the latest researches 
developed for the detection of dynamic object in video sequences 
identifying the different algorithms that could be implemented as 
well as those features that could be used to develop a robust 
segmentation algorithm. Mainly, (as explained previously) 
because this is a fundamental step in more sophisticated systems 
oriented to security or some other important application.  

Commonly, in order to evaluate the performance of a new 
video or image segmentation algorithm, the authors opt to use the 
same database and compare their performance either visually or 
using some metrics as precision, recall, f-measure, etc. In this 
paper we present some common video and image databases used 
by the computer vision community to evaluate the performance 
of their new proposed methods. 

 The major contributions of this paper are: 
1) to present a summary of the latest dynamic object 

segmentation algorithms.  
2) to classify the different video segmentation algorithms 

using the Inference and Feature classification modes. 
3) to present a list of the common databases used by the 

computer vision community to evaluate a segmentation 
algorithm. 

Hence, if someone is interested in implementing a 
segmentation algorithm to identify dynamic objects in a video 
sequence, could be appropriate to review the recent publications 
presented in this paper and test the algorithm with some of the 
popular video databases that are shown at the end of this 
document. 

In the following sections we describe how different types of 
algorithms were implemented for the identification of dynamic 
objects in video sequences. In most of the papers reviewed not 
only segmentation is performed but they also perform tracking or 
labeling of components, however we focus only on the dynamic 
object segmentation task. In section 2, we present the 
classification of different segmentation algorithms based on the 
main method used by the author(s), defined as Inference-based 
classification. In section 3, we classify the algorithms based in 
the main feature, defined as Feature-base classification. Section 
4 describes the common databases used by the computer vision 
community. In section 5, we conclude this paper.   

II. INFERENCE-BASE CLASSIFICATION  
Segmentation is a very important procedure because it is the 

initial step to diverse applications such as image interpretation, 
video analysis, digital entertainment, etc. However, it is a 
difficult task due to variations in the object of interest and its 
surrounding. Also, when is required to analyze a video sequence 
is necessary to consider many other factors as: dynamic 
background, momentary occlusions in the object of interest, 
camera motions, shadows, illumination variation, etc., that could 
affect the accuracy of the segmentation algorithm. In the 
following sections we will describe how different authors have 
implemented segmentation algorithms for video analysis and 
how they handle these segmentation issues. 

A.  Background Subtraction Methods. 

One of the most common techniques used to segment 
dynamic objects from a scene is based on background subtraction 
methods where a comparison of an image that does not contain 
any object of interest (background) is performed against another 
observed image. Approaches based on background subtraction 
have become a popular choice when the illumination changes are 
gradual.  This section describes different investigations where the 
objective is to build a robust background model and then perform 
background substation to achieve the segmentation of the 
dynamic objects.  

One common method used for background modeling is based 
on Gaussian Mixture Models (GMM), first presented in [6], 
where each pixel is modeled by a mixture of K Gaussian 
distributions. The disadvantage of this model is the 
computational complexity of the algorithm making this technique 
unpopular for real-time purposes. Because of this reason, some 
authors implement a variation of this model that still preserve the 
benefits of GMM but reducing the computational cost. Appiah et 
al. [7] demonstrated that real time segmentation of moving 
objects from video sequences taken under variable lighting 
conditions can be achieved using a Field Programmable Gate 
Array (FPGA). The algorithm consists of two stages: background 
subtraction and connected components labeling.  In the first part 
Appiah implemented a GMM algorithm followed by a temporal 
low pass filter for noise reduction. The results reported are 
compared against Pfinder and Stauffer’s algorithms showing a 
slight improvement in the sensitivity measurement. The video 
sequences are from outdoor and indoor scenes taken from PETS 
2000.  The principal contribution of the paper is to show that a 
variation of a GMM algorithm can be implemented in real time. 
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Another FPGA implementation of a GMM algorithm is proposed 
by Genovese and Napoli [8]. The paper clearly describes how 
several researchers have developed a GMM based algorithm and 
how they propone to implement one variation in the FPGA. 

Another alternative to reduce the computational cost of a 
GMM algorithm is proposed by Yuan et al. in [9] where a 
segmentation method based on Incremental Principal Component 
Analysis is used to identify moving object zones. Thus, the 
GMM is only applied in the moving zones reducing 
computational time. They tested the algorithm with their own 
images but didn’t show a comparison of their results with other 
methods.  

In some cases GMM is used in conjunction with other 
methods in order to obtain better results, that is the case reported 
in [10] where Support Vector Machine, SVM, is used in 
conjunction with GMM. In this paper the GMM models the 
background and a subtraction algorithm classifies the pixels as 
background or foreground. Then the SVM takes the foreground 
pixels and performs a second classification that identifies pixels 
that really belong to the background. The results show 
improvements when only GMM is used with outdoor videos.  

The objective of algorithms based on background subtraction 
is to build a robust background model. Chan and Chien [11] 
created a multi background model where each pixel could have N 
candidates of background values. The algorithm continuously 
updates the multi background model and once the pixel is defined 
as background, morphological operations (opening and closing) 
are used to reduce noise.  

In [12] Huang and Tan implemented a visual surveillance 
system to describe the motions of humans and vehicles and give 
a warning if these motions describe suspicious activity. The 
algorithm proposed constructs probability density functions of 
background, shadow and foreground based on GMM. Results in 
this work demonstrate that the proposed method can deal with 
dynamic scene and cast shadow effectively considering spatial 
information and Probability Density Functions (PDF) of shadow.  

Chen et al. [13] proposed to initially perform an inexpensive 
analysis of the video applying only a simple algorithm and then 
use an inference procedure based on second order Markov model 
to identify which frames are necessary to perform deeper 
analysis. First, in order to detect moving objects in the scene a 
simple background subtraction algorithm is used. If a moving 
object is detected a robust method based in GMM is applied. This 
algorithm uses recursive equations to simultaneously select the 
appropriate number of components of the mixture model.   

The concept of frame saliency is introduced in [14].  Frame 
saliency indicates the relevance of a frame to a GMM model in 
order to select a small set of salient frames for an efficiently and 
robust model training. Also the paper describes the development 
of a modified Expectation Maximization (EM) algorithm for 
saliency estimation and GMM learning initialization. This 
proposed GMM algorithm is applied in spatiotemporal 
segmentation. We can observe in the reported results that the 
proposed method is sensitive to moving background. 

Nam et al. presented an intelligent video surveillance system 
in [15] where the analyzed information is exchanged between 
different systems. The moving object detection task is achieved 
with a background subtraction scheme and the background model 

is build using a Gaussian distribution applying hue and saturation 
values of the scene. 

A new framework to identify moving objects, abandoned 
objects or removed objects using GMM as the basic framework is 
analyzed in [16]. To handle quick lighting changes in the scene 
the Phong shading model is used in the GMM algorithm. Another 
important feature that the method uses to segment moving 
objects is the incorporation of region level information to detect 
static regions, reduce foreground fragments and classify the type 
of object identified (abandoned or removed). In order to deal 
with camera motion or drastic light variation the frame level 
information is used to reset the GMM. Also the proposed GMM 
can handle stopped and slow moving objects because of the 
feedback mechanisms incorporated.  The proposed method runs 
about 150fps for color images and 200fps for grayscale images at 
size 160x120 and works well in real time video surveillance. 
Only when the object is very similar to the background the 
algorithm produce erroneous results. 

Zheng et al. presented a model based on GMM that 
incorporates neighborhood characteristic of a pixel (color and 
brightness) as a solution for bad segmentation results caused by 
light and shadow changes [17]. Segmentation results presented in 
this paper indicates that the algorithm has some problems when 
dynamic background is present.     

Hishinuma et al. [18] proposed an algorithm based on GMM 
that is robust to changes in camera angles and pan/tilt motions 
without a pre-stored background model. Hishinuma take 
advantage of the internal processing capability of cell phones to 
implement a GMM based algorithm. Results demonstrate that the 
algorithm can produce accurate segmentation results and reveal 
that this algorithm could be implemented in mobile camera for 
intelligent sensor purposes. 

Some authors in the literature have indicated that algorithms 
based on Kernel Density Estimation (KDE) could adapt better to 
complex background changes than those based on GMM. A 
distribution based on kernel is a generalization of a GMM 
algorithm which does not require parameter estimation (that is 
one of the advantages compared with GMM, it is not necessary to 
determine the number of distribution) [19]. 

Li et al. presented in [20] a kernel density estimation model 
with a function of cast shadow and reflection image suppression. 
Three KDE models are compared, the first one is based on pixel 
intensity information, the second on pixel color and intensity 
values and the third one is the proposed model that uses pixel 
gradient (magnitude and direction) and intensity information. The 
model is used in outdoor videos and shows that it can 
successfully suppress shadows and reflection. 

Zhu et al. described in [21] a robust background model using 
a non-parametric KDE where the mean shift method is used to 
approximate the local maximum values of the density functions. 
Suppose the initial background Gaussian distribution has m 
Gaussians. The Means Shift algorithm (MS) is used to find all the 
local maximum values in the distributions to be estimated. The 
paper focuses on describing how the background is updated. In 
order to improve the final segmentation quality a Bayes classifier 
is used. The paper also presents comparisons of the proposed 
method versus others KDE methods showing improvements in 
convergence and running speed as well as in visual segmentation 
results.  
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Another model is presented by Zhu and Song in [19] [22] 
where in order to build a robust background model a recursive 
Bayesian estimator is used to update the background parameters. 
Once the algorithm determines that the background is robust, 
background subtraction is performed. Finally a local texture 
correlation operator is used to improve the segmentation results.  
The algorithm is compared with GMM algorithms showing a 
better in the proposed method. 

The algorithm proposed in [23] assigns the label of 
foreground, background or shadow to each pixel based on a 
Bayesian MRF model. The pixel is characterized by its color 
components in the CIE L*u*v space and texture features. Results 
are presented using the recall and precision metrics. 

A method that builds the background and foreground models 
for each new image based on non-parametric functions is 
described in [24]. For each new image, background and 
foreground models are built using non parametric functions. A 
Bayesian algorithm is used to track the moving objects and this 
information is feedback to the foreground model making the 
proposed method robust to illumination changes and to partial or 
total occlusions.  

Segmentation algorithms are not only applied in surveillance 
systems to identify moving objects but also in other cases. For 
example a different application is shown in [25] where Lai et al. 
presented the idea of modify the view angle in sports videos 
(specifically in tennis videos) in order to enhance the experience 
of the TV watchers deciding their own viewing angle. The 
background is generated by calculating the pixel value with 
maximum probability in temporal and spatial distribution. Next, 
the foreground objects are segmented with a frame difference.  
Finally a Bayesian matting model is implemented to improve 
segmentation results.  

Chiu and Tsai in [26] use the statistic mode to form the 
background model. The mode is based on the most frequently 
occurring gray level of observed consecutive image frames. The 
largest and second largest frequencies of pixel occurrences (first 
and second modes) are calculated and used in the background 
model. The segmentation results of this algorithm are compared 
against other methods based on GMM and Kernel Density 
Function using The Microsoft’s Wallflower dataset. The findings 
show a better performance of the proposed method and it is able 
to process 153fps. 

A surveillance system that detects moving intrusive ships in 
a farmed fish is presented by Hua Wu-Chih et al. in [27]. The 
background is constructed using the median scheme of previous 
N frames. One important contribution in this work is how it is 
reduced the influence of wave ripples in the segmentation results 
using brightness and chromatic distortion (brightness of wave 
ripple is larger than that of the background). Finally, 
morphological operations are implemented in order to make the 
ship region more accurate. 

Tsai and Lai [28] proposed a fast background subtraction 
algorithm based on Independent Component Analysis (ICA) for 
home-care and health-care monitoring. In this model two images, 
one representing the background and other the foreground are 
used to form the data matrix of the ICA model. The ICA method 
measures the difference of the joint PDF and the product of the 
marginal PDF to separate highly correlated data. The Particle 
Swarm Optimization (PSO) algorithm is used to search for the 

best de-mixing matrix of the ICA model and separate the 
foreground objects of the image. Results show that the algorithm 
has some difficulties with shadows and also when the foreground 
region has some discontinuities because it is similar to the 
background. 

A method based on background subtraction, defined as 
Visual Background extractor (ViBe), is presented in [29]. To 
classify a pixel the algorithm compares it to the closest values 
within the set of background samples that define a sphere 
centered on it. The pixel is classified as background if the 
cardinality of the set intersection of this sphere and the collection 
of background model samples is larger than or equal to a given 
threshold. The proposed algorithm outperforms methods based in 
GMM, Bayesian Histogram and first order low pass filter in 
computation speed and detection rate. 

Schreiber and Rauter exposed in [30] how a parallel 
graphical processor unit (GPU) can be used to implement a real 
surveillance system based on background subtraction. Initially 
the background model is set equal to the first frame, then a 
matching condition between the current pixel and the new 
incoming pixel is calculated based on a threshold value. The time 
it takes to absorb a stopped object into the background is defined 
by the user. The method is compared with a GMM based method 
demonstrating that the proposed outperforms in adaptation speed, 
complexity and foreground separation. The algorithm was 
implemented on GPU using CUDA achieving a run time of 
2.3ms on a 352x288 frame, almost 5 times faster than in the CPU 
version.  

A color similarity metric is presented by Samatelo and Salles 
in [31] applied to a video surveillance system. This metric 
considers the magnitude and phase (based on intensity and 
chromaticity) of the difference between the background model 
and each new video frame. The algorithm is tested using the 
PETS2004 database and the percentage of correct detected 
objects is more than 90% in 12 scenes and only in 4 cases the 
result is below 50%. 

Lucia Maddalena and Alfredo Petrosino [32] propose a 
method that can handle moving backgrounds, gradual 
illumination variations, camouflage and shadows using a Self-
Organizing Neural Network (SOM). In the SOM each pixel is 
compared with an initial background model to determine if there 
exists a weight vector that best matches it, it this is found it 
means that the pixel belongs to the background and it is 
reinforced. Otherwise if no acceptable matching occurs the pixel 
is detected as belonging to the foreground. The algorithm is 
compared against other common algorithms indicating an 
improvement in the recall, precision and similarity 
measurements.   One of the disadvantages of the proposed 
algorithm is that there exists many parameters to initialize and 
they could affect the segmentation results.  

One of the most common problems in segmentation 
algorithms is when shadows are identified as part of the 
foreground causing incorrect segmentation results. In [33] is 
presented a technique that can detect achromatic and chromatic 
shadows even when the foreground is very similar to the 
shadowed regions. In this paper is explained the different kind of 
shadows and also is presented a comparison table of different 
detection algorithms developed for this task. First a moving 
object mask is generated using a simple background subtraction 
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technique, then a luminance model is used to detect shadow areas 
where luminance, irradiance and reflectance vector of the moving 
area are calculated. Each identified area is partitioned into a set 
of segments using a graph based method to finally classify them 
as foreground or shadow after analyzing the intrinsic parameters 
of sub segments. The algorithm is tested with indoor and outdoor 
scenes and the shadow detection and discriminative rate is used 
as a performance metric achieving in the worst case a 0.72 value 
at a very low computational cost. 

Even when the issue of sudden illumination change is known 
in the computer vision community, very few researches have 
been developed to deal with this particular problem. Vosters et 
al. [34] deal with this issue and proposed a model that requires a 
training stage in which an Eigen background model is trained 
using specified sequences that contains expected illumination 
changes of the background. The only issue reported is that moved 
background objects will be detected as foreground forever 
because the object’s new location is not captured in the Eigen 
background model.  

 Lee et al. presented in [35] a segmentation method that use 
the difference between the current frame and the previous frame 
and compared it against a threshold to identify moving objects. A 
pixel that remains stationary for a long time is considered to be a 
reliable background pixel and is registered in the background 
model.  

Ivan Huerta et al. [36] presented a segmentation model that 
combines three background subtraction models (based on color, 
edge and intensity information) and a temporal difference 
algorithm. Each model is designed to handle some common 
issues presented in video segmentation tasks such as camouflage 
and shadows. The segmentation results achieved by Huerta 
outperform most state-of-the-art algorithms using indoor and 
outdoor videos.  

B.  Energy Minimization Algorithms 

1) Graph Cut Algorithm 
In computer vision, image segmentation generally can be 

formulated as an energy minimization problem and Graph Cut 
theory has generated extensive interest due to its powerful 
capability as an energy minimization tool. Graph Cut is a 
technique used to improve the segmentation results by a previous 
segmentation algorithm. Graph Cut looks for a set of optimum 
segment boundary lines that separate interior and exterior 
markers. In a Graph Cut algorithm the image is treated as a graph 
with a set of vertices and edges. In the graph structure, vertices 
correspond to image pixels and edges represent the links between 
vertices in four directions. The objective is to minimize a 
function (energy function) who is modeling the boundary of the 
object [37]. 

As previously described, when the camera is in a static 
position and the scene in the video does not almost change it is 
common to use a background subtraction algorithm where the 
background is modeled using probabilistic methods. When the 
camera moves freely these kinds of methods do not have good 
performance. In [37] it is proposed a block based iterative 
appearance modeling technique that uses temporal model 
propagation and spatial model composition. The algorithm also 
employs Graph Cut to generate the final segmentation mask 

where the inputs of Graph Cut are the likelihood maps from the 
temporal and spatial models. The algorithm is implemented in 
real time and the camera moves freely. Precision, recall and f-
measure results demonstrate the good performance of the 
algorithm. A temporal propagation model is also used by 
MinGang et al. in [38]. MinGang presents an interactive 
approach where a video cutout1 system automatically propagates 
the segmentation results frame by frame based on the optical 
flow. In the final phase a Graph Cut algorithm is implemented to 
refine the propagated segmentation results.  

Another example where Graph Cut is used is presented in 
[39] and [40] where a five-view camera system is used to capture 
the multi-view video data. Only one camera was selected as the 
key view to start the segmentation process using color, intensity 
orientation, motion and deep information to calculate Saliency 
Maps (SM). This information is used by Graph Cut to produce 
the final segmentation. The results presented shows that even 
when there is a moving object in the background it can be 
eliminated of the foreground region using the depth information 
in the SM. The videos used are from their own database and only 
use indoor scenes; the application that they propose is for video 
conferencing scenario where the camera is relatively near the 
person to be segment. 

Liu et al. [41] presented an automatic human body detector 
based on human features. Face regions are identified to locate the 
human body and characteristics based on color distribution of the 
object and background are detected. A coarse to fine 
segmentation framework based on GMM and Graph Cut is 
proposed to deal with partly object detection. A background 
contrast removal is used to improve segmentation results. In this 
work is proposed a Self-Adaptive Initialization Level Set 
(SAILS) to handle problems where the color between the object 
and background is similar and also to speed up the evolution of 
the level set strategy.  The system was evaluated with indoor and 
outdoor scenes considering different poses, sizes, movements and 
lighting conditions. The proposed method was compared versus 
region based Graph Cut, bi-layer segmentation, background cut 
and contour based level set and improvements in the results could 
be observed when using the proposed method. One of the 
disadvantages is that the system can detect multiple human 
bodies but only can segment one object at a time with stationary 
background. The advantage is that the proposed system could be 
implemented in real time scenarios as video surveillance systems.   

Nicolas Papadakis and Aurelie Bugeau used in [42] motion 
information to build predicted sets using Gaussian velocity 
models characterizing the motion of each moving object. The 
Graph Cut algorithm is used in order to handle the occluded parts 
of the objects where the links generated are the key point for the 
segmentation of occluded parts.  

A dynamic version of the Graph Cut algorithm was 
developed by P Kohli and P.H.S Torr in [43]. The user must 
provide segmentation cues or seeds in the first frame of the video 
sequence to build color histograms for the background and 
foreground. These histograms are later used to calculate the 
likelihood term of the energy function of the MRF for all the 
video sequence frames where the energy of the previous state is 
used to calculate the current one. The advantage with this 
algorithm is that the response time improves significantly 
compared with the best known static mincut algorithm. In [44] 

1 Video-cutout is a foreground segmentation technique used in video clip analysis. 
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and [45] is also implemented an interactive algorithm based on 
energy minimization procedure but using the geodesic distance.  

An example of using Graph Cut algorithms combined with 
matting methods is exposed in [46]. Initially the algorithm needs 
a user input to indicate foreground and background regions. A 
bilayer segmentation step is performed where an opacity 
propagation algorithm is used to predict the foreground object in 
the next frame generating an Opacity Map (OM) in combination 
with the Graph Cut algorithm. At last, an accurate trimap 
(background, foreground and alpha matte) is generated based on 
a Local GMM. Results indicate that the algorithm fails with 
sharp illumination changes between frames and when the 
foreground object moves to fast.  

Zhong et al. [47] implemented a dynamic object 
segmentation algorithm using a combination of a background 
subtraction model (bgs) and a matting algorithm. Initially, the 
dynamic object is detected with the bgs model; next, a heuristic 
algorithm defines the pixels seeds localization of background, 
foreground and unknown regions (unknown regions is the limit 
between the background and foreground where is not clear where 
one region ends and the other begins). Then, an energy 
minimization algorithm is implemented to identify the improved 
foreground region. The complete algorithm achieves a speed of 5 
fps at the resolution of 320x240 pixels. Zhou et al. [48] also 
proposed an automatic pixel seed initialization in the matting 
algorithm followed by the graph cut algorithm.   

Tang et al. presented a foreground prediction algorithm 
denominated Opacity Propagation [49]. This model takes the 
binary mask of the initial frame as an opacity map and 
propagates this information to the current frame by minimizing a 
cost function. The algorithm was tested in a variety of video 
sequences and compared with probability maps generated by 
Bayesian Estimation, Weighted Kernel Density Estimation, 
Coherence Strips and Local Classifiers showing improvements 
with respect to these methods. Results demonstrate that this 
method can handle abrupt illumination changes. One of the 
disadvantages of the proposed method is that the computational 
load is very high. Trying to overcome this issue some authors 
have implemented the minimization algorithm using a GPU. 
Vineet and Narayanan [50] explain how 60 Graph Cuts per 
second on 1024x1024 images were performed using a GPU.  

The objective of Guillemaut and Hilton in [51] is to extract 
foreground regions and reconstruct them in 3D. The algorithm 
assumes multiple foreground layers corresponding to people or 
objects that are located at different depths considering a single 
background layer. The data is captured with multiple 
synchronized video cameras and an initial segmentation is 
performed with a simple subtraction scheme. The segmentation is 
performed using depth, color, contrast and multi-view 
consistency cues based on graph-cuts algorithms. Segmentation 
results presented demonstrate that the algorithm could produce 
accurate results but the main disadvantage is the time 
performance reported where in the best case is 63s per frame.  

The segmentation procedure proposed by Jacobson et al. in 
[52] is based on normalized cuts and probability boundary (pB) 
algorithms for the detection of edges using color and texture 
information. A weight matrix is formed between each pair of 
pixels to measure pixel similarity that is used by the normalized 
cut algorithm to partition the image. Then, the image is further 

segmented by a k-means clustering algorithm. Regions with 
similar color and texture are merged on the assumption that they 
belong to the same object. This merge process is repeated until a 
small number of regions exist. The complexity of this algorithm 
is high, achieving a segmentation result of 60s per frame. 

The method proposed by Pei Yin et al. in [53] generates 
correct segmentation results even in the presence of large 
background motion and with a nearly stationary foreground. The 
algorithm is based on diverse visual cues such as motion, motion 
context, color, contrast and spatial prior that are fused using a 
Conditional Random Field model.  The segmentation task is 
achieved using a binary minimization algorithm defined as min-
cut. The results using this method are compared against those 
based on stereo segmentation techniques achieving a very similar 
performance.  

In [54] Cheng et al. presented an algorithm that was 
implemented for real time video analysis based on kernels to 
model the spatial-temporal characteristics of the background 
subtraction problem. The kernels used are defined as ILK 
(Implicit online Learning with Kernels), SILK (Sparse variant of 
ILK that incorporates spatial correlations) and SILK-GC where a 
Graph Cut algorithm is implemented. All these three variants are 
based on support vector machine methodology.  The algorithms 
learn from previous scenes to predict a label for each pixel 
(foreground or background) and then minimize an energy 
function to optimize segmentation results. The proposed method 
was implemented in a GPU. In the results it can be observed that 
the algorithm had some difficulties with shadows detecting them 
as part of the foreground.  

Civit and Escoda proposed an algorithm in [55] based on the 
Hierarchical Belief Propagation method and outliers reduction by 
regularization on over segmented region based on a cost 
minimization problem (the over segmented region is done using 
the k-means approach). Each pixel has a set of cost derived from 
its probabilities to belong to three classes: foreground, 
background and shadow. The probabilities are computed from 
chromatic distortion, color distance and brightness measures. 
Each pixel will be assigned to the model that has the lowest 
associated cost.  The algorithm was implemented in a GPU 
GTX295 card with 1376x384 and 688x192 picture resolutions 
with a processing time of 140.6ms and 44.8ms per frame 
respectively.  

Gulshan et al. [56] implement an algorithm that 
automatically segment humans from background given a bonding 
box. Using depth information a background subtraction algorithm 
takes a few frames to start segmenting accurately. First, local 
histograms of oriented gradients (HOG) are used to predict the 
initial segmentation results; then this segmentation mask is feed 
into Local GrabCut (using pixel color and edges information) to 
obtain the final segmentation results. The method is evaluated 
with their own database showing a performance of 88.5% in 
overlap score.  

Zhang et al. [57] proposed a segmentation algorithm based 
on motion parameters, optical flow information, depth maps and 
a minimization algorithm to identify dynamic objects in video 
scenes. The disadvantage of Zhang’s algorithm is that the 
algorithm detected shadows as part of the foreground region.  

Another example of segmentation using depth information is 
in [58] where Time-of-Flight (TOF) cameras are used to video 
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segmentation tasks. The proposed method combines color and 
depth information in a probabilistic framework and Graph Cut is 
used to obtain the bilayer segmentation mask. After bilayer 
segmentation step a Matting algorithm is implemented in order to 
separate the foreground, background and “unknown” regions in 
the scene. The proposed method could be implemented in real 
time using GPU. 

Dahan et al. [59] used the Kinect sensor where color and 
depht information are the inputs of the mean shift algorithm to 
produce initial detection of dynamic objects. An energy 
minimization algorithm based on the Graph Cut is used to obtain 
accurate segmentation regions. Visual results indicate the good 
performance of the segmentation algorithm presented here.  

Segmentation algorithms based on Graph Cut have been very 
useful, however when high level cues are incorporated 
(information as shape or color distribution) the segmentation 
results in a harder energy minimization problem. In these cases, 
Branch and Mincut techniques are used as proposed in [60]. 
Shape information is relatively stable to changes in appearance 
and could be propagated to adjacent frames resulting in a good 
segmentation approach. Lee et al. [61] proposed a method that 
propagates the global shape (ground truth) for a small number of 
frames by using Branch and Mincut. Segmentation regions which 
are likely to be erroneous are identified (defined as questionable 
points) and a local reinforcement is performed where local 
appearance, shape of preliminary boundary and pairwise 
gradients are unified and are used to produce the final 
segmentation result. This result is used to update the set of shape 
template. The algorithm was tested using videos from different 
TV series and webcam sequences confirming its robustness to 
background clutter and camera motion. The performance 
decreases when the shape of the foreground changes abruptly. 
Another disadvantage of this algorithm is that it requires an 
initial ground truth set making the results dependent of these 
user’s inputs. In [62] a similar approach is implemented where 
initially a manual segmentation is performed with approximately 
5% of all frames. Then a segmentation of the incoming frames is 
calculated with a superpixel algorithm followed by a Graph Cut 
method. The disadvantage of this proposal is that 60s of video 
sequence are analyzed in 20 – 30min.  

For a complete reference of how graph algorithms are been 
applied to vision problems refer to [63]. 

 
2) Image Foresting Transform (IFT) 

In the IFT algorithm the user must indicate a seed (or 
marker) pixels of the object of interest and its surrounding 
background. IFT finds a minimum-cost path from internal and 
external seeds to each pixel. IFT process the image as a graph (as 
Graph Cut algorithm) and can handle partially occluded objects 
of arbitrary shape and size. The object does not need to have a 
homogeneous color or texture, and it may contain internal sharp 
boundaries between regions of very different looks and will often 
recover occluded objects once they become visible again. The 
interior and exterior markers will define the object segmentation 
in the next frame. IFT results indicate that is very efficient in 
object segmentation tasks since it uses a variant of Dijkstra’s 
algorithm with the max path-cost function which can be 
implemented to run in O(N) time for an image with N pixels, in 

contrast the best algorithm used in Graph Cut runs at O(N2.5). An 
example of an IFT implementation is presented by Minetto et al. 
in [64] where the algorithm is compared against OpenCV Snake, 
and Zhong-Chang algorithms.  Even when the object of interest 
is partially occluded the segmentation can be performed once the 
object becomes visible again. Also, when the background is very 
similar to the foreground or the background is dynamic the 
segmentation performance is acceptable. 

 
3) Level Sets 

 Level set functions provide a simple framework for 
modeling the shape and evolution of curves. Curves merge, 
move, brake or disappear during the course of their evolution; 
level set method handles all these topological changes very easily 
[65]. In [66] is presented one method that can track multiple 
moving objects on dynamic and cluttered backgrounds and can 
handle inter-object occlusions problems. In this algorithm an 
initial segmentation is performed manually and once the 
background and foreground are separated an algorithm that 
combines region, boundary and shape information is used to 
improve edge regions. Minimization of the energy function is 
achieved using Level sets. The visual results presented in this 
paper are very accurate, but the computational cost is high. 

Xiao et al. [67] show another example of an interactive 
method.  In order to group similar regions (defined as region 
based information) a similarity map between the current frame 
and the training data is calculated using GMM. An energy 
function which incorporates edge and region based information is 
proposed using level set functions. Segmentation results 
presented are accurate but as previously mentioned the 
disadvantage to implement it in real time systems is that it 
requires an initial user input.  

Another application of a level set algorithm is presented by 
Prisacariu and Reid [65]. Here is proposed a method based on the 
derivatives of a level set segmentation energy function with 
respect to the pose parameters of known 3D models. 
Segmentation and pose are recovered by nonlinear optimization 
functions as gradient descendent and conjugate gradients. The 
algorithm was implemented using a GPU achieving a real time 
implementation of the algorithm.  

C. Clustering Based Segmentation Methods 

A clustering algorithm is a very common method used to 
identify groups in a set of objects. In a clustering algorithm the 
objects in one specific group are more similar to each other that 
to those in a different group.  Some authors have demonstrated 
that a clustering algorithm could be applied to segmentation tasks 
producing acceptable results.  

Alpert et al. [68] implemented a method where pixels are 
gradually merged with its most similar neighbor to produce 
larger regions.  Likelihood based on intensity and texture cues 
are defined to produce the merged regions. The results are 
compared against normalized cuts, mean shift, contour detection 
and hierarchical segmentation algorithms showing improvements 
in Alper’s results. 

Automatic analysis of video sports has gained much attention 
due to its usefulness to increase performance in athletes. Hung 
Mao-Hsiung et al. [69] propose a technique to segment and 
analyze these kinds of videos. Initially a PDF of color 
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components (cb,cr) is used with the steepest ascent hill-climbing 
algorithm to generate clusters. They are merged into four color 
classes: red, green, blue and gray. The algorithm is compared 
against a GMM based method indicating that the algorithm 
proposed is significantly less computationally expensive and 
obtains comparable segmentation accuracy.  

Silva and Scharcanski [70] select a set of points, defined as 
particles, and identify their trajectory based in a clustering and 
MS algorithm. A meta-clustering validation algorithm is 
implemented to compare the clusters formed in the previous step 
against meta-cluster prototypes in order to correct the 
segmentation labels. Finally a spatial filter is applied to eliminate 
groups of adjacent particles that are not significant. Results of the 
algorithm demonstrate that the parameter initialization of the MS 
algorithm could produce over-segmentation results. Kriechbaum 
et al. [71] also use motion information and the MS algorithm to 
segment moving objects. MS is applied to locate clusters to get 
the dominant colors of the image that can be used in the 
segmentation process. Kriechbaum also presents an overview of 
different natural based tracking techniques proposed in the last 
years. 

Sundaram and Keutzer [72] indicate that intensity, color, 
texture and motion cues could be used to create an affinity matrix 
where its generalized eigenvectors could be calculated. A 
clustering algorithm is applied on the eigenvectors and 3D 
superpixels are obtained. This initial boundary is refined with 
ultrametric contour maps and it produces a segmentation result. 
This algorithm was implemented using CUDA for GPU 
programming. On average, the runtime for the segmentation was 
about 5 minutes for 200 frames of size 352x288.  

A technique that can produce a background image based on a 
patch background initialization (PBI) algorithm is proposed in 
[73] by Colombari and Fusiello. First, camera noise is estimated 
using the median absolute difference algorithm. The spatial 
domain is subdivided into overlapping windows, on each 
window, cluster image patches are calculated using Sum of 
Squared Distances (SSD). A cluster representative is calculated 
with an average measure and the cluster with maximal length is 
selected as background. Finally the background is formed based 
on the background Tessellation algorithm. 

III. FEATURE-BASED CLASSIFICATION 

A.  Depth Information 

It is natural that the object of interest to segment may not 
have consistent color and texture features but must occupy an 
integrated region in the space [74]. Taking this into account there 
has been many researches that have used depth information in 
object segmentation tasks. Xia et al. [74] proposed to use the 
information provided by the Kinect to detect people in indoor 
environments. First, the image that is provided by Kinect is 
processed with the nearest neighbor interpolation algorithm to fill 
pixels that the sensor is not able to measure to then smooth them 
with median filter. A Canny edge detector is used to find edges in 
the depth array eliminating those that are smaller than a specified 
threshold. A binary head template is implemented to find regions 
that may contain a head. Finally a region growing algorithm finds 
the entire body of the person.  The method is compared against 

Ikemura’s algorithm showing that the proposal of this paper 
improves in precision, recall and accuracy results.  The problem 
that is reported is that if the head is occluded or if the person is 
wearing a strange hat then the method will fail.  

Some other authors proposed the use of stereo-vision 
techniques for image and video processing using depth 
information for segmentation tasks where the disparity concept is 
much employed. Disparity is defined as the relative displacement 
between the left and the right image points belonging to the same 
object point. Disparity can be an important feature, which 
provides layer information to segment video object from 
sequences. In [75], the disparity measure and Saliency Map (SM) 
function are used for segmentation task. The SM features used in 
this paper are color, depth, contour, texture, size, location and 
motion. One of the problems presented in this method is 
camouflage; also the algorithm is time consuming causing a non 
feasible real time implementation.  
       Wei et al. [76] utilized stereo video information to segment 
objects in video sequences. Results indicate that the use of depth, 
disparity and spatio-temporal information produce accurate 
segmentation results even when the object move slowly or when 
multiple objects overlapped. 

In [77] depth information is used to identify different objects 
in the video sequence. Results indicate that the limitation of this 
proposal is that the moving objects cannot be too far away from 
the camera because of the similar depth values between the 
background and the moving object.  

J. Ruiz-Hidalgo et al. [78] proposed to segment the depth 
map and color information into homogeneous regions using the 
Weighted Euclidean Distance, WEDM.  

Multi-view Video Systems (MVV) have good applications in 
Three-Dimensional Television (3DTV) and Free Viewpoint 
Television (FTV) because it allows the user to change her/his 
viewing point and direction freely. One of the problems in a 
MVV system is the inconsistency color between different 
viewpoints caused by changes in scene illumination, camera 
calibrations, CCD noise, etc.  In [79] is proposed a color 
correction algorithm of MVV based on depth information. Depth 
in each view is calculated by disparity estimation and the 
background and foreground are separated using this information 
(background has large depth and foreground has small depth). 
Once that background and foreground are separated, correction 
factors are obtained and the color correction algorithm is 
implemented. 

B. Motion Information 

The goal in motion-based segmentation is to partition images 
in a video sequence into segments of coherent motion. A method 
that combines motion and intensity information using non 
parametric distributions is presented by Herbulot et al. in [80]. 
The research demonstrated that when using these two features the 
segmentation results improves in contrast when they are used 
separately. The results are compared with an algorithm based on 
Graph Cut indicating a better performance in the Herbulot’s 
method. 

Feng Xu et al. [81] indicated that the use of motion 
information becomes a key issue in video segmentation tasks. Xu 
utilizes the Scale Invariant Feature Transform (SIFT) features 
among successive frames to estimate motion information to then 
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over-segment the result using graph methods. These two tasks are 
executed iteratively to generate a segmentation mask. The 
performance of the segmentation algorithm is measured using the 
Receiver Operating Characteristic and compared versus Will’s 
method showing a significant improvement.  

 Analyzing optical flow vectors, Ranchin et al. [82] detected 
moving objects in video sequences. A classical edge detector 
functions is used as a weighted total variation. Ranchin’s method 
was tested with vehicular monitoring videos demonstrating the 
effectiveness of the algorithm. 

Denman et al. [83] proposed to calculate optical flow 
information only in dynamic regions previously calculated by a 
simple background subtraction algorithm.  Using this scheme the 
computational complexity could be reduced achieving a faster 
processing.  

In [84] an initial segmentation is performed based on dense 
optical flow that describes motion vector and color information 
where pixels belonging to the same region have coherent motion. 
A Markov Random Field (MRF) formulates the foreground 
detection problem as a labeling problem where a likelihood 
energy function is evaluated for classification. Regions which 
have the same classification label and similar colors are merged 
constructing the final segmentation result. Once the foreground 
and background are separated the background model (based on 
Stauffer’s GMM) is updated. Visual results indicate that the 
algorithm can successfully eliminate shadows. 

Medical analysis systems are another very important 
application of dynamic object segmentation where suspicious 
tissues are identified from a video sequence taken with 
specialized equipment. In [85] motion analysis is used to perform 
segmentation to examine the whole digestive track. Two methods 
are used to extract motion features ARPS (Adaptive Rod Pattern 
Search) and BMSD (Bayesian Multi-Scale Differential) with 
optical flow information.  

In [86] motion compensation information is used in 
conjunction with a group of pixels defined as macroblocks. This 
work is based on Fuzzy Logic for detecting moving objects and 
the system classify the object as a person, group of persons, 
motorcycle, cars, etc. The inputs of the fuzzy system are motion 
vectors. One of the advantages of fuzzy logic is that the system 
could adapt to changes causing an improvement in the object 
detection step (in this particular case changing the shape of the 
membership functions). Because of the image is treated with 
macroblocks the segmentation results could be considered as 
identification of moving zones. 

Li [87] used optical flow algorithms to model motion 
patterns of dynamic objects and background. Initially, Li 
implemented a corner detection algorithm and then calculates its 
optical flow vector. Using the magnitude of the optical flow and 
the location of the feature points Li identified different groups of 
dynamic objects.     

Schwarz et al. proposed the use of depth and intensity 
information produced by Time of Flight (ToF) cameras or the 
Kinect device to generate optical flow information [88].  In cases 
where body parts occlude each other, optical flow is used to 
identify occluding limbs from the body part achieving high 
accuracies in the estimation of full body poses. In this research is 
only considered static background, but the problem of a correct 
identification of body parts when they are been occluded is a 

very difficult task. Similarly, Abramov et al. [89] used depth and 
color information of the Kinect sensor in conjunction with optical 
flow to segment objects in video scenes. Later, in another 
research performed by Abramov et al. [90] optical flow 
information of stereo videos is calculated on a portable system 
with an integrated GPU. The algorithm is tested with video 
sequences acquired with moving cameras containing arbitrary 
moving objects.  

Seamless video composition is the process of extracting 
foreground objects from a video sequence and pasting them into 
a new target video sequence, Zhi-Feng Xie et al. implemented 
this technique in [91]. Firstly, a foreground mask of previous 
frames is constructed using optical flow and propagates to the 
current frame and an initial trimap is formed. If the generated 
trimap is inefficient an interactive tool was developed to modify 
it. Then the discoloration and smudging artifacts are removed 
based on the mean and standard deviation of the definite 
foreground region and alpha matte information. 

C. Histogram Information 

When a moving camera is used in a security system is 
difficult to obtain accurate segmentation results due to constant 
changes in the background causing that subtraction background 
techniques cannot be employed. In [92] is proposed a spatial 
color histogram model based on color distribution and spatial 
information, defined as Spatiogram. A center voting method and 
Hough transform estimate the object location frame to frame. 
Once the object is localized a back projection technique is used 
for the segmentation task. The use of the voting scheme is 
feasible only after a modification of the spatiogram into a form 
similar to the R-Table of the generalized Hough transform. One 
of the advantages of this method is that it considers the existence 
of background regions which could have similar color and 
appearance with the object to be segmented. The disadvantage is 
that many parameters must to be initialized and also the 
algorithm is not completely automatic, in the beginning it needs a 
manually selection of the target to segment and model it using 
the proposed spatiogram method. 

A method called pRAD (physics based Ridge Analysis of 
Distributions) is presented by Vazquez et al. in [93]. This method 
performs a histogram analysis exploiting the statistics of the 
ridges. This method is robust to discontinuities in histograms due 
to compression and noise caused by the acquisition method. 
Segmentation is based on the color information. The image is 
modeled by a set of segments that correspond to a Material 
Reflectance (MR) described by a distribution in histogram space 
where each MR is related to an object in the image. The results 
presented demonstrate that the chromatic information is an 
important cue on human segmentation tasks. The method is only 
tested with images, not with videos but due to the results 
demonstrate that this is a fast segmentation method is feasible to 
apply it in video sequences, especially because it can handle 
temporal variations due to camera movements, slight illumination 
changes and moving shadows.  

 Hu et al. [94] consider rainy video scenes where foreground 
and background pixels are separated using histogram change 
detection. Shadows and color reflection are removed using a 
diamond window mask and color analysis of moving objects.   
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Finally the edge of the moving objects is refined using connected 
component labeling and morphological operations.  

D. Infrared Information 

Some authors have investigated the option to use the 
information obtained from infrared videos to segmentation tasks 
due to the fact that moving objects may have higher temperature 
compared with its surrounding region. In [95] human 
segmentation is performed in real time videos using temperature 
information. Camera information is normalized and incandescent 
points (light bulbs) are eliminated. The image is binarized and 
morphological operators are used to eliminate noise in the image. 
An algorithm is defined to validate the content of each region and 
verify if it contains one human or more. The method was tested 
with indoor and outdoor videos showing that it could be 
implemented in real time applications. The performance of the 
person segmentation hit was of 98%. One of the problems that 
were reported is that when the person is too close to the camera it 
could be not detected as a human. 

IV. VIDEO AND IMAGE DATABASE FOR 

SEGMENTATION TASKS 
In order to evaluate the different algorithms proposed for 

segmentation task many investigators have opted to use the same 
video database and compare the segmentation results. A very 
common video database used in the computer vision community 
is the wallflower’s dataset developed by Tomaya et al. in [96]. In 
this dataset are considered issues related to dynamic background, 
sudden and gradual illumination changes and camouflage; then it 
is a very complete video dataset (in particular the waving tree 
video sequence is very common video used to test the 
segmentation performance). Another very popular dataset used to 
test segmentation algorithms is PETS where many real scenarios 
are considered, for example: university public spaces, indoor and 
outdoor people tracking, vehicle tracking, etc., even when this 
dataset is used to evaluate surveillance system, in the initial stage 
must be implemented a dynamic object segmentation algorithm. 
Similar to these databases, there exist more others that present 

different challenges to the researches in order to develop robust 
segmentation algorithms. Table 1 summarizes these common 
databases used by the computer vision community to validate 
their new algorithm proposals. If a new segmentation algorithm 
is developed, it is a good option to test it with any of these 
databases to confirm that real or common scenarios were 
considered on its design.  

V. CONCLUSIONS 
After an exhaustive search of the latest seven years of 

research done in the area of dynamic object segmentation in 
video sequences, there were found more than 90 papers. Figure1 
shows the publication year of the consulted papers and its source.  

Considering the literature review of the different methods 
used to obtain a robust segmentation result it is difficult to 
determine which ones are better but most of them made a 
contribution that will improve future researches. First of all, 
trying to classify the papers with the method used for the 
segmentation task was hard because most of them are based on a 
combination of various methods and also a combination of 
several features. Figure 2 shows the distribution of the different 
papers reviewed, classified by the main method used to segment 

 

 

Fig. 1 Source of the consulted papers and it’s publication year. 

TABLE I 
MOST RELEVANT IMAGE AND VIDEO DATABASES USED TO COMPARE RESULTS IN 

SEGMENTATION ALGORITHMS 

Dataset Location 

Wallflower dataset http://research.microsoft.com/en-
us/um/people/jckrumm/WallFlower/TestImages.htm 

PETS database http://www.cvg.rdg.ac.uk/slides/pets.html 

CAVIAR database http://groups.inf.ed.ac.uk/vision/CAVIAR/CAVIARDATA1/ 

Berkeley Segmentation http://www.eecs.berkeley.edu/Research/Projects/CS/ 

vision/bsds/BSDS300/html/dataset/images.html 

Caltech 101 http://www.vision.caltech.edu/feifeili/Datasets.htm 

Caltech 256 http://authors.library.caltech.edu/7694/ 

CBCL StreetScenes http://cbcl.mit.edu/software-datasets/streetscenes/ 

Imageparsing.com http://www.imageparsing.com/ 

MSR Cambridge v2 http://research.microsoft.com/en-
us/projects/objectclassrecognition/ 

TRECVid 2007 http://trecvid.nist.gov/trecvid.data.html 

Microsoft Research dataset http://research.microsoft.com/en-us/projects/i2i/data.aspx 

Video Recognition Database http://mi.eng.cam.ac.uk/research/projects/VideoRec/ 

  

 

Fig. 2 Papers classification based on main method used to segment. 
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defined as Inference-base classification. We can observe that 
Background Subtraction and Energy Minimization algorithms are 
very used among the computer vision community.  

Figure 3 shows the paper distribution based on the main 
feature used to achieve the video segmentation results. It can be 
observed that motion and depth information has attracted much 
attention from researches.  

As general conclusions we have:  
 

1) The most common issues presented in video segmentation 
tasks are: shadows, camouflage, occlusion, dynamic 
background, gradual or sudden illumination changes and 
camera motion. 

2) Background Subtraction algorithms are very used in 
segmentation tasks, particularly GMM (50% of the papers 
found based on background subtraction uses a GMM 
algorithm). The challenge on these kinds of algorithms is to 
build robust background models that could adapt 
appropriately to any possible background change. 
Specifically, in a GMM algorithm, each pixel could be 
modeled with n Gaussians. The disadvantage is that the 
computational time will increase as the number of Gaussians 
increase and also optimal parameters must be found for each 
Gaussian model.  

3) Another popular algorithm is the one that is based on Energy 
Minimization, as Graph-Cut. It is an optimization method 
that is used in conjunction with other algorithms achieving 
very accurate segmentation results. The disadvantage on a 
Graph Cut algorithm is that most of them need an initial user 
definition of the foreground and background regions making 
them impractical for real time implementation. A variation 
on the algorithm must be considered to implement it with no 
user intervention.  

4) One of the most common features used in video 
segmentation algorithms is motion that could be used in 
conjunction with probabilistic algorithms to deal with partial 
occlusion and camouflage problems. A common algorithm 
used to calculate motion information is Optical Flow where a 
brightness constancy assumption (BCA) is considered to 
calculate the pixel movement. If the information used by the 
BCA does not distinguish accurately the pixel movement, 
the motion information will be incorrect. 

5) Depth information has demonstrated its robustness to 
environmental changes as illumination, dynamic background 
and camera motion, therefore it is considered convenient to 

use it in segmentation tasks. Most of the researchers that use 
depth information use the Kinect to acquire it because of its 
low cost compared with other depth sensors. Its disadvantage 
is that it can only be used indoors with a maximum distance 
between the sensor and the dynamic object of 4m 
approximately.  

6) In order to implement the segmentation of moving objects 
and meet a real time execution various authors have chosen 
to implement their algorithms in a GPU. 
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